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Methods
■ Global visited bitmap in Top-down approach: For 

the bottom-up approach, we can then utilize the low 
communication overhead top-down approach with 
global visited bitmap to cut down the communication 
time. Through this method, we can judge vertices 
based on whether they have been visited in the local 
node and reduce the communication overhead. 
When the process scans the vertices on the 
boundaries, it locally determines if the neighbors of 
those vertices have been accessed. If the neighbor 
of the vertex has been visited, the process doesn’t 
need to send a message to the owner of the 
neighbor. Otherwise, the processor need to send a 
message containing the vertex’s id number and the 
neighbor node’s id number to the owner of the 
neighbor. 

■ Global frontier bitmap in Bottom-up approach:
For the bottom-up approach, the distributed BFS 
judges whether the vertex is accessed locally, then 
sends its edge to its neighbors’ processors. The 
processor will judge whether the neighbor vertex is 
on the frontier. If we can calculate whether the 
vertex‘s neighbor is in local processor rather than 
the target processor, we don’t need to send the 
message to the target processor. In the same 
manner, the target processor will not need to send 
back the message to the source processor. So, we 
present one kind of bottom-up BFS based on global 
frontier bitmap to reduce the communication 
overhead. Before all processors synchronize their 
frontier bitmap globally, the bottom-up approach 
needs to convert the frontier queue to the frontier 
bitmap. This means that it will increase the 
computing overhead by a certain amount. However, 
this increase is negligible relative to the 
communication overhead reduction

Experimental Results
u Time breakdown analysis: For the five methods in 

the Fig 2, the barrier time is about the same. The 
barrier operation is mainly due to the unbalanced 
load between the processors. As you can see in, 
our approach reduces the amount of communication 
overhead. The global visited bitmap method 
reduces the communication overhead in the top-
down approach and the global frontier bitmap 
method reduces the communication overhead in the 
bottom-up approach. We also notice that the 
“allreduce time” is very short. This implies that our 
method is very effective. The hybrid direction 
optimizing approach’s communication time is about 
a ¼ of the direction-optimizing approach and one in 
five of the original version. So our approach is quite 
effective in reducing communication overhead.
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Introduction
As a basic graph algorithm, breadth-first search (BFS) is 
a core component of m-any algorithms and has been 
widely used in many fields. Now the BFS attracted more 
and more attention, and a large number of literatures 
involving the optimization of BFS have been published.
Researchers have explored varied methods to accelerate 
the BFS on different architectures. Beamber et al.[1] 
proposed a novel optimization on BFS which combines 
the top-down approach with the bottom-up approach. 
Agarwal et al.[2] introduced into the bitmap data structure 
to represent the vertices accessed in BFS, increasing the 
locality of the data. In this poster, we combine two 
methods and present a hybrid BFS algorithm based on a 
global bitmap which is used to indicate whether a vertex 
has been visited and whether a vertex is on the frontier. 
The bitmap helps to optimize both the top-down and 
bottom-up approaches by reducing the amount of 
communication messages significantly. We evaluate our 
proposal on both the KNL platform and the Tianhe-2 
supercomputer.

n Switch algorithms: The algorithm switch is based on 
the current size of the frontier queue, and it is used to 
determining whether it is needed to switch algorithms 
in the current level of BFS, as Fig. 1 shows.
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Experimental platform
We collected performance results on the Tianhe-2 
system and KNL platform.
• Tianhe-2: Tianhe-2 is equipped with 17920 nodes, 

each containing two 12-core Xeon E5 CPU. The front-
end system consisted of 4096 Galaxy FT-1500 CPUs. 
Tianhe-2 has a speed of 33.9PFlops and a peak 
performance of 54.9PFlops. Its abundant computing 
resources and fast computing speed make it the best 
accelerator for the research project. 

• KNL platform: The 2nd generation Intel Xeon Phi™
processors (code-named “Knights Landing”) are 
specialized computing platforms capable of delivering 
better performance for some applications than 
general-purpose CPUs such as Intel Xeon products. 

Fig. 1. switch algorithms 
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Ps: 
The barrier time is 
used to synchronize 
all processors during 
the end of a BFS 
level. 
The allreduce time is 
used to allreduce 
the bitmap during all 
processors. 

u Scalability in Tianhe-2: we measured the weak 
scalability of the proposed BFS algorithm on fixed 
problem size per node (each node has 216 vertices) 
and present the results in Fig. 3. we see that the 
hybrid design is about 2.2-3.1 times faster than the 
official version. And we measured the strong 
scalability of the proposed BFS algorithm in Tianhe-2 
system, presenting the results in Fig. 4. The hybrid 
method can reduce the communication overhead both 
in the top-down process and the bottom-up process, 
making 1.9-3.0 times faster than the official version. 

u Scalability in KNL: We measured the scalability of 
the proposed BFS algorithm in the KNL system. 
“Weak scaling” results on KNL are presented in Fig. 5. 
Meanwhile as showed in Fig. 6, our algorithm has a 
good processor scalability. 
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Conclusion And Future Work
In this poster, we have cut the communication and calculation times 
in the basis of the direction-optimizing BFS. We present two global 
bitmap approaches to accelerate the BFS: a top-down approach 
with global visited bitmap and a bottom-up approach with global 
frontier bitmap. We used a hybrid approach to combine the 
advantages of both. Additionally, we optimized the computation of 
the bottom-up approach as well as the storage of the KNL 
coprocessor. We performed experiments on the Tianhe-2 and KNL 
systems with good results.
Listed below are optimizations that we intend to explore in future 
work:
Distributed BFS with 2D partitioning. In future work, we will use 
the 2D decomposition to split the data among the nodes. Then 
analyze the communication optimization on the basis of the 2D 
version.
Exploiting Single Instruction Multiple Data (SIMD) in KNL. The 
basic idea of SIMD optimization is to scan the vertices’ neighbors 
simultaneously. The problem to be solved is that there may be 
discontinuities in the visits of the vertices’ neighbors. Optimization of 
the BFS in the heterogeneous system which uses the KNL system 
as a set of coprocessors rather than as a CPU.
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