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CONCLUSIONS

The SPHERE project continues to deploy multimodal sensor networks into dozens of homes in the South West of England. The resulting dataset is expected
ultimately to be large enough to significantly complicate reprocessing using the methods developed during the prototype phase of SPHERE, which were designed in
the expectation that they would be deployed locally to each home. Therefore, various alternative means for processing the data are considered, including distributed
indexing execution. For reasons of confidentiality and pragmatism, the use of public cloud platforms is not appropriate. The University of Bristol's HPC facility,
Bluecrystal, will be used for this purpose.

We are currently in the process of adapting our existing processing pipelines to the platform. Once this is complete, we expect the increase in processing speed and
parallelism to permit us to compare the behaviour of several machine learning approaches across the dataset. Where practical, the most successful methods will
eventually be adapted to run on the sensor platforms themselves.

Moving our post-hoc exploratory data fusion and mining activities into the HPC environment is expected to provide us with the flexibility to increase the scope of our work
beyond low numbers of individual exemplars and giving us an overview of performance across the full set of deployments. This work is currently ongoing, and is
additionally expected to feed into a novel indexing method for data drawn from wearable and ubiquitous sensors.
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Some analysis is completed on the distributed platforms used to host each individual sensor, as in the case of the video sensor, above. Both the sensor data and
any initial analysis are then sent via MQTT to the Sphere Home Gateway, where it is further analysed using supervised machine learning methods trained in each
deployed home. It is then securely stored on an encrypted drive. The decision to use physical medium transfer is taken due to the size of the dataset.

The current processing pipelines for data within the home rely on a
workflow-driven processing engine, Hyperstream. Currently the data
processing depends on MongoDB, a NoSQL database, and preliminary
post-processing was done through Python code, particularly SKLearn.
This approach is well-suited to distributed deployment – it is run on the
Sphere Home Gateway (see figure 2, left). However, it requires
parallelization for effective deployment on the BlueCrystal cluster, and
adaptations designed to take into account the architectural features of
and constraints imposed by an MPI environment.


