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WHAT IS JASMIN

The JASMIN facility is a "super-data-cluster" which delivers
infrastructure for data analysis. It supports the data analysis
requirements of the UK and European climate and earth
system modelling community.
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Accessible through JASMIN Cloud Portal
Two areas available — Managed and External

Welcome to the JASMIN Cloud Portal
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PRISE is a collaborative project with many partners  pgrtners
that aims to provide a system that can predict crop - Assimila

Total: 70 Mkm? loss caused by pest outbreaks, using a combination - King's College London More science use case examples can be found here
i i ife - Centre for Environmental Data Analysis http://cedadocs.ceda.ac.uk/1350/1/JASMIN_Science Case.pdf
of Earth Observation satellite data and plant-pest life 5~ 5 . chion & Regulatory Services b p
, , cycle data. Directorate (PPRSD), Ghana
COMET (University of Leeds) uses JASMIN to develpp a system to PRISE have deployed the Agromet data cube (which - Kenya Agricultural & Livestock Research COMET (Centre for Observation and Modelling of Earthquakes,
monitor every volcano on Earth from Space. Satellites can detect puts together weather satellite data with pest models Organization (KALRQO), Kenya Volcan nd Tectoni
- : . - Ministry of Agriculture, Livestock and olcanoes a ectonics )
changes on the area around.a volca.no and alert the sqlentlsts. | | to produce pest risk alerts) on the JASMIN Cloud.  Figheries, Kenya oot e e
The Sentinel satellite data is held in the CEDA Archive — which gives METEOSAT data is stored on the high-performance - zambia Agriculture Research Institute https://comet.nerc.ac.uk/COMET-LICS-portal/
COMET easy access to the curated data and the processing storage and processed in the JASMIN environment. (ZARI), Zambia https://www.bbc.co.uk/news/science-environment-39642372

http://www.ceda.ac.uk/

environment.

PRISE (Pest Risk Information Service)
https://www.cabi.org/projects/project/62774
http://www.ceda.ac.uk/blog/prise-visit-to-ral-space/
https://www.bbc.co.uk/news/science-environment-46370601
https://www.telegraph.co.uk/news/2018/12/05/uk-supercomputer-qgives-african-farmers-early-
warning-pests-blights/
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