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1. Research Problem
Research Question

Given massive parallelism, at multiple levels, and of diverse forms and granularities, how can it be
exposed , expressed , and exploited such that execution times are reduced, performance targets
are achieved, and acceptable efficiency is maintained?

Methodology
Multilevel scheduling (MLS) extends and bridges the most successful batch (jobs scheduled on a
system), application (application processes scheduled on allocated nodes/processors/cores), and
thread (application threads scheduled on the allocated cores) scheduling approaches beyond a
single or a couple levels of parallelism (scaling across) and beyond their current scale (scaling out).

Envisioned Outcomes
A prototype multilevel scheduling solution that integrates live feedback information from three, cur-
rently disjoint, scheduling levels: batch, application, and thread.

2. Objectives

1. Leverage all available parallelism within each
single hardware parallelism level and across
the three hardware parallelism levels (system,
node, core).

2. Address hardware heterogeneity.

3. Achieve robustness against perturbations
(including variations and failures) while min-
imizing execution time, maintaining accept-
able efficiency, and maximizing resource uti-
lization.

3. Exposing, Expressing, and Exploiting Multilevel Parallelism

• Four jobs, five compute nodes, eight cores per compute node, one process per node and one thread per core
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Load imbalance at the thread level
Load imbalance at the process level Unexploited hardware parallelism
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Current State in Batch, Application, 
and Thread Level Scheduling 
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Load imbalance at the batch level

Batch (job) scheduling: SLURM, OpenPBS, TORQUE, etc.
Application (MPI) scheduling: Self-scheduling, work-stealing, work-sharing, etc.
Thread (OpenMP) scheduling: static, guided, dynamic
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5. Selected Achievements
Achievement 1: A two-level simulator for 
batch and application level scheduling [1] 
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Achievement 2: A distributed chunk-calculation approach for 
dynamic loop scheduling at application level scheduling on 
heterogeneous  distributed-memory systems [5,7]

Achievement 1:
Introduced a generic simulation approach that bridges two existing 
simulators from batch and application scheduling levels to explore the 
relationship between batch and application level scheduling.

Achievement 2:  
Introduced a distributed chunk-calculation approach that is 
recommended for developing  DLS techniques on heterogeneous 
distributed-memory systems for application level scheduling.
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