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* Mailing lists for announcements: powerstack-announce@googlegroups.com H2 1 N N

» Slack channel for discussion: https://powerstack.slack.com
* Git repo for open collaboration: https://gitlab.com/powerstack
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